
1

Distributed supervisory control for a system of
path-network sharing mobile robots
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Abstract— The paper presents a distributed control system for
a multiple mobile robot system (MMRS). The robots share a
common workspace, i.e., a network of paths, that is further
partitioned into a number of sub-networks. Each sub-network
has a separate controller, responsible for supervising therobot
motion in its respective area, and communication with the other
controllers. We discuss the architecture of the control system, the
formal foundations underlying the control concept and ensuring
its correctness, as well as their concrete implementations. The
considerations are illustrated with a number of screens captured
in the computer system initially developed to assist the synthesis
of AGV network control [9], and now being tailored for the needs
of MMRS. The reported work is still under the construction, yet
the most crucial part has already been done.

Index Terms— multi-robot system, deadlock avoidance, path
network

I. I NTRODUCTION

In this paper we focus on supervisory control for a fleet of
mobile robots moving in a known indoor environment such
as, e.g., a hospital, a museum, a hotel. Coordination of the
motions of mobile robots as they perform their task in a shared
workspace has been, in recent years, a widely studied problem
in robotics. The theoretical works in this area have mostly
concentrated on motion planning with respect to collision
avoidance and performance optimization [3]. The realization
of such motion plans is, however, an open-loop, time-based
control, that is highly sensitive to the system randomness.In
a system of autonomous, asynchronously operating robots, that
accomplish randomly arriving tasks, the eventual applicability
of such plans is rather questionable. On the other hand, most
research on the real-time control for multiple mobile robot
systems (MMRS) has been directed towards software develop-
ment, based on ad-hoc, rather than rigorous models, developed
directly in programming languages and providing no formal
guarantee of their correctness. A few works have proposed
a more prospective approach to MMRS supervisory control,
employing Petri nets as a modeling formalism, e.g., [5, 4].
However, also these papers focus on specific applications
rather than deal with a general methodology or essential robot
coordination problems such as deadlock avoidance.

In this paper we propose a control system for MMRS that is
deprived of the above mentioned insufficiencies, i.e., a high-
level control system based on a general mathematical model
of formally proved correctness and, due to its closed-loop
character, robust and immune to the system randomness.

Since the robots operate in a known environment, it is
possible to assume that they move within a network of paths,
whose geometry is established at the system-design stage. This
approach substantially simplifies the problem of path-planning,
basically reducing it to the selection of paths in the graph
modeling the network. Moreover, such a solution allows us to
employ a similar abstraction and methods to coordinate the
concurrent robot movement as those that have been recently
considered for AGV (Automated Guided Vehicles) systems in,
e.g., [6, 11, 2] as well as in our earlier works [7, 10, 9, 8].

This new, evolving approach is based on a DES (Dis-
crete Event System) representation, andevent-driven supervi-
sory control of the vehicle system. The contributions men-
tioned above differ with respect to such features as the
type of the system (open vs. closed systems), the routing
scheme (pre-determined vs. dynamically established routes),
the modeling formalism (Petri nets, deterministic automata,
processes/resources OS-like representation), and the research
tendency (analysis-oriented vs. synthesis-oriented), yet, ba-
sically, all of them focus on the structural control and its
central problem – collision-free and deadlock-free AGV model
synthesis. In this paper, we build on the concepts established in
our previous work (cited above), and using the proposed AGV
model, we adapt it to the purposes of the considered system
of mobile robots, and develop a complete distributed-control
system for MMRS.

II. CONTROL PRINCIPLES

As stated in the introduction, in this paper we consider a
fleet of mobile robots that, similar to AGVs, travel within
a network of paths. According to [10], the AGV system
is characterized by the following features: it isguidepath-
based, zone-controlled, dynamically routedand closed. More
specifically, a guidepath-based traffic system consists of a
number of vehicles (or, in our case, autonomous robots) that
travel among a number of locations while following some
predetermined paths that form a connectedguidepath network.
Links of this guidepath network can be traversed in both
directions, but the motion of the vehicles on these links is
unidirectional, i.e., a vehicle cannot reverse the direction of
its motion while on any certain link. The tasks ormissions
of the vehicles consist of visiting a specified sequence of
locations. The traffic system is characterized asdynamically
routed, that is, the routes between the consecutive locations are
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Fig. 1. Example layout of the control areas and the path network. Squares
mark destination nodes and circles makr remaining nodes.

developed in real-time. In order to avoid the physical collision
of the various vehicles, the traffic iszone-controlled. That
is, the entire guidepath network is partitioned into a number
of segments, orzones, and only one vehicle is allowed in
any segment at any point in time. Finally, a traffic system is
viewed asclosed, which means that vehicles with no current
mission remain in the guidepath network, either idling on some
guidepath link or moving among various links in order to clear
the way for some other vehicles.

While maintaining this basic characterization of the AGV
system, we also make the following specific assumptions about
the here considered MMRS.

1) The robot workspace is partitioned into a number of
disjoint areas, covered by the respective, mutually dis-
joint path sub-networks. Particular pairs of areas are
connected through special transit paths.

2) Each workspace area is supervised by its own controller.
The controllers can communicate one with another,
as well as with the robots currently located in their
respective areas (see Fig. 1).

3) The guidepath network includes three types of nodes:
a) the nodes that are destination points, able to ac-

commodate one robot at a time
b) the root-node, able to accommodate all the robots

at a time (representing, e.g., the docking station)
c) the remaining nodes, where the presence of robots

can only be temporary.
4) In the initial state all the robots are located in the

root node, where each of them is assigned a mission
specifying the destination node for its travel.

5) Having received a mission, each robot reports to its
current controller, which then negotiates with the other
controllers a global route for the robot, that is, a se-
quence of workspace areas to be passed on its way to
the destination node.

6) When passing a particular area, the motion of a robot is
supervised by the respective area controller. Each robot
can freely move within a zone, while zone changing
requires permission of the local controller, which also
plans dynamically the robot’s route within the area it
controls.

7) After attaining its current destination point, a robot
becomes idle until it is assigned another mission. Then
its new global route is established, and the robot sets
out for the next trip.

III. DES MODEL OF MMRS

In this section, first we recall the concept of the DFSA
(Deterministic Finite State Automaton) [1], and then employ
it to establish an automaton model of MMRS.

A. Deterministic Finite State Automata

Definition 1: A deterministic finite state automaton
(DFSA)is a 5-tupleG = (S, E, Γ, δ, s0), where:

1) S is the set ofstates.
2) E is the set ofevents. The occurrence of an event causes

a state transition inG.
3) Γ : S → 2E is the feasible event function. Evente ∈ E

is feasible (i.e., can occur) in states ∈ S iff e ∈ Γ(s).
4) δ : S × E → S is the transition function. δ is a partial

function defined for pairs(s, e) such thate ∈ Γ(s). s′ =
δ(s, e) is the new state resulting from the occurrence of
evente in states.

5) s0 ∈ S is the initial state.
In each states of a DFSA, only such an evente can occur for

which the transition functionδ(s, e) is defined. The occurrence
of e induces a new states′ = δ(s, e). The following definitions
describe two more FSA concepts that will be useful further in
this work.

Definition 2: The reachability setof a states ∈ S is a
subsetR(A, s) ⊆ S defined inductively as follows: (i)s ∈
R(A, s); (ii) for every pair (s′, e) ∈ S × E such thats′ ∈
R(A, s) ande is feasible ins′, the states′′ = δ(s′, e) is also in
R(A, s). Thetransition graphof s, RG(A, s) = (R(A, s), D),
is a directed multi-graph with vertex setR(A, s), and edge set
D that contains edgede from vertex s′ to s′′ iff event e is
feasible in states′ ands′′ = δ(s′, e).

Definition 3: An FSA Ares = (S, E, Γres, δ, s0) is a re-
striction of A = (S, E, Γ, δ, S0) iff ∀s ∈ S, Γres ⊆ Γ. The
reachability set and the reachability graph ofs in systemAres

will be denoted byRres(A, s) andRGres(A, s), respectively.

B. Structure of MMRS

We will develop the model of MMRS as a composition
of the sub-systems associated with the separately controlled
areas. Thus, we will view the system’s path network as a
setU of disjoint sub-graphsUi, i = 0, . . . , n + 1, whereU0

abstracts the docking station, andUn+1 is constituted by the
transit edges that connect the remaining, mutually disjoint sub-
graphs, corresponding to then separately controlled area of
MMRS. Each sub-graph, exceptUn+1, is biconnected1, and
represented by the tripleUi = (Vi, Zi, ζi), i = 0, . . . , n + 1,
such that: (i)Zi is the set of the graphedges, corresponding
to the set of zones defined in the sub-networkUi; (ii) Vi =
Wi∪Di is the set of theverticesof Ui, among whichDi is the

1An undirected graph is biconnected if each of its edges lies on a cycle.
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set of destination points, andWi is the set of the remaining
vertices, and (iii)ζi : Zi → 2Vi is theedge incidence function,
that associates with each edgez ∈ Zi a set of two vertices, if
z is a proper edge ofUi, and a singleton, ifz forms a self-
loop. It is assumed that when completing their tasks at the
destination points, the robots do not block the path network,
which is modeled as a loop with two edges (see Fig. 4)
connecting the respective vertexv ∈ Di with the remaining
part of the network. Moreover, we assume that sub-graphU0

has a specific structure, namely it is constituted by|H | edges
that form a cycle, where|H | is the cardinality of the robot set
H .

Consequently, the total path network is given by the graph
U = (V, Z, ζ), whereV =

⋃n

i Vi, Z =
⋃n

i Zi, andζ : Z →
2Vi is the edge incidence function s.t. for eachi ∈ 1, .., n, the
restriction of the domain ofζ to Zi results inζ|Zi

= ζi, and
for each transit edgez ∈ Zn+1, ζ(z) = (v, v′) ∈ Vi × Vj s.t.
i, j ∈ 0, . . . , n andi 6= j, i.e., the vertices of each transit edge
belong to two distinct sub-graphs. For each sub-networkUi,
i ∈ 0, . . . , n, we will distinguish the subset of transit edges
Ti = Zn+1 ∩ Zi that have a vertex inUi. Finally, the whole
MMRS will be given by the pairHU = (H, U), specifying
its two components – the robot setH and the path network
U .

C. Feasible dynamics of MMRS

While MMRS as a whole is a closed system, each of the
local sub-networks is open, as robots can travel fromUi to Uj

through transit zonesz ∈ Ti ∩ Tj. Thus, when describing
the operation of the sub-systems associated with particular
sub-networksUi, we also take into consideration the adjacent
transit zonesTi. The dynamics of these sub-systems will be
represented by the following automata.

Definition 4: Consider a MMRS specified by the pair
HU = (H, U). The DFSAAi(HU) = (Si, Ei, Γi, δi, s0,i),
i ∈ 1, . . . , n, abstracting the i-th,i ∈ 0, . . . , n, sub-system of
the MMRS is defined as follows.

1) The state setSi is the set of vectorss = [s(z)|z ∈
Zi ∪ Ti], wheres(z) ∈ (H × ζi(z))∪ {null} describes
the state of zonez; zone z with s(z) = null is an
emptyzone in states, while, for non-empty zones, the
first component ofs(z), s(z; 1), indicates the vehicle
h ∈ H occupying this zone, and the second component
of s(z), s(z; 2), indicates the vertexv ∈ ζ(z) towards
which vehicleh is moving onz.

2) The event setE consists of all the tripletse =
(z′, z′′, h) ∈ Zi ∪T ×Zi∪T ×H such thatz′ 6= z′′ and
ζ(z′) ∩ ζ(z′′) 6= ∅; each of these events corresponds to
the transition of roboth from zonez′ to its neighboring
zonez′′. If z′ ∈ Ti (z′′ ∈ Ti) then evente represents an
entry (exit, resp.) of roboth to (from, resp.) networkUi

from (to, resp.) transit edgez′ (z′′, resp.). Otherwisee
is a local event.

3) For eachs ∈ Si, e ∈ Γ(s), i.e., evente = (z′, z′′, h) is
feasible in states iff s(z′; 2) = v ∈ ζi(z

′) ∩ ζ(z′′) and
s(z′′) = null, i.e., there is a robot in zonez′, moving
towards vertexv shared withz′′, and zonez′′ is empty.

4) If δ(s, e) is defined, the resulting states′ = δ(s, e) is
given by: s′(z′) = null; s′(z′′) = (h, v′), wherev′ ∈
ζ(z′′) and v′ 6= v if zone z′′ corresponds to a proper
edge, whilev′ = v if zone z′′ is a self-loop; finally,
s′(z) = s(z) for all remaining zonesz.

5) The initial states0,i(z) = null if i 6= 0 or z ∈ Zi+1,
i.e., each zone outside the docking station is empty.
The initial state of the zones that lie on the cycle
c = v1, z1, v2, . . . , v|H|, z|H| that constitutes the docking
stationUn+1 is given bys0,i(z) = (hj , vj) s.t. hi 6= hj

if i 6= j.
Notice that local events that belong to two distinct sub-

systems are independent. That is, for anyAi and Aj , i 6= j,
the feasibility of a local evente in Ai neither depends on the
state ofAj , nor its occurrence induces any changes in the state
of Aj . In contrast to that, since each transit zone is shared by
the two sub-systems that contain its two respective edges, an
entrance or exit events that involves this edge is observed in
both subsystems. Therefore the total system can be defined as
the following composition of its sub-systems.

Definition 5: Given the sub-systems of MMRSAi(HU) =
(Si, Ei, Γi, δi, s0,i), i ∈ 1, . . . , n, the DFSA abstracting
MMRS is a tupleA(HU) = (S, E, Γ, δ, s0) such that:

1) S = [s1, s2, . . . , sn], E =
⋃n

i=1 Ei,
2) for eache ∈ Ei ⊆ E, e ∈ Γ(s) iff e ∈ Ei and e ∈

Γi(si),
3) for eache = (z′, z′′, h) ∈ Ei ⊆ E, δ(s, e) = s′ s.t.:

a) if z′, z′′ ∈ Zi, i.e., e is a local event inAi,
then δ(s, e) = [s1, s2, . . . , s

′
i, . . . , sn], wheres′i =

δi(si, e),
b) if z′ ∈ Zi and z′′ ∈ Ti ∩ Tj, i.e., e rep-

resents the event of leaving, by roboth, sub-
systemAi for transit edgez′′ shared withAj , then
δ(s, e) = [s1, s2, . . . , s

′
i, . . . , s

′
j , . . . , sn], where

s′i = δi(si, e), s′j(z
′′) = s′i(z

′′), and∀z ∈ Zj ∪ Tj

s.t. z 6= z′′, s′j(z) = sj(z),
c) if z′′ ∈ Zi and z′ ∈ Ti ∩ Tj, i.e., e represents

the event of entering, by roboth, sub-system
Ai from transit edgez′′ shared withAj , then
δ(s, e) = [s1, s2, . . . , s

′
i, . . . , s

′
j , . . . , sn], where

s′i = δi(si, e), s′j(z
′′) = s′i(z

′′), and∀z ∈ Zj ∪ Tj

s.t. z 6= z′′, s′j(z) = sj(z),

4) s0 = [s0,1, s0,2, . . . , s0,n].
It is convenient to view a state of MMRS in a graphical

form, as a partially directed graph (PDG)G = G(U, s), i.e.,
a graph that has the structure ofU , and both undirected and
directed edges. InG(U, s), empty zones are represented by
undirected edges, while a zone occupied by vehicleh moving
towards vertexv is represented by a directed edge pointing to
v and labelled byh.

D. Admissible dynamics of MMRS

In order that MMRS maintains its operational integrity and
flexibility, it is essential that all of the robots preserve their
ability to access every zone in the network. A system state
that supports this feature will be calledlive, and defined as
follows:
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Fig. 2. Examples of MMRS states: a live state (left), a state from which a
deadlock is unavoidable (middle), and a deadlock state.

Definition 6: In a MMRS A(HU), states ∈ S is live iff
for each roboth and each zonez ∈ Z, the strongly connected
component of the transition graphRGres(A, s) contains a state
s′ s.t. s′(z; 1) = h, that is, s.t. roboth is located in zonez.

A phenomenon that can deprive robots from their ability to
visit each zone in the system is the deadlock. Fig.2 depicts
example live and not live states (using the aforementioned
convention of representing MMRS states as PDGs).

If all states of a particularA(HU) are live then the system
is live. Otherwise one needs to consider a liveness enforcing
supervisor∆ : S → 2E that indicates theadmissibleevents
∆(s), and restricts the dynamics ofA(HU) to a live system
Ares(HU) = (S, E, Γ∩∆, δ, s0). To ensure this, we build on
the results of [10] that, due to the same zone-controlled traffic
model, can also be applied to MMRS.

Theorem 1:In MMRS A(HU), states ∈ S is live iff there
exists a states′ ∈ R(A, s) such that each directed edge in
PDG G(U, s′) lies on a cycle.
A supervisor that employs this property as a sufficient condi-
tion for testing liveness of states (and checks the reachability
of a required states′ through subsequent condensations of
G(s)) was proposed in [7].

With such a supervisor, the liveness of the whole MMRS is
ensured in the following way:

1) The state of each sub-systemAi is kept locally live, i.e.,
such that it is always possible to reach inAi, a states′

satisfying Theorem 1 without the necessity of any robot
to leaveAi.

2) As discussed in Section II, the global route for a robot
is established in the negotiation process between the
controllers of the sub-networksUi1 , Ui2 , . . . , Uik

that the
route intersects. Once a route is accepted, in each such
a subnetworkUij

, j = 1, . . . , k, we reserve a unit of
its capacitycij

, where cij
is equal to the number of

zones inUij
. A route can only be accepted in states if

it is admissible ins, that is, if for eachj = 1, . . . , k,
slij

(s) ≥ 2, whereslij
(s) is the slack ofUij

in state
s, defined as the difference between the capacity ofUij

and the sum of the current numbers of robots and the
reserved capacity units inUij

.
The formal description of the problem presented in this

section allows us to present the architecture of the proposed
implementation of the system.

IV. D ISTRIBUTED ARCHITECTURE OF THEMMRS
CONTROLLER

A fundamental part of MMRS is the system of subnet-
work controllers, whose communication structure reflects the
connections between the subnetworksUi1 , Ui2 , . . . , Uik

. The

proposed design assumes that each controller is constituted
by three modules:Local Network Supervisor(LNS), route
planner(RP), andcommunication module(CM).

The role of LNS is to steer the robots towards their goals
in particular subnetworksUi. LNS is also responsible for
keeping each subsystemAi locally live. It means that decisions
considering the robots’ movement must be determined by LNS
in such a way that ensures the behavior ofAi (when viewed as
a separate system) consistent with the requirement of Def.6.

The role of the second module, RP, is to determine a
sequence of subnetworksUi, Uk1

, Uk2
, . . . , Ukr

, Uj which a
robot must pass in order to reach its final goal in the case
when it is located in another subnetworkUj. To perform
this task the planner must know the structure of connections
between subnetworksU1, U2, . . . , Un. Technically, we repre-
sent these connections by introducing another subnetwork,
denoted byUn+1, whose nodes correspond to the subnetworks
U1, . . . , Un, and whose edges correspond to the transit edges
of U . The information on this connection structure is obtained
by each RP with help of the respective CM.

Multi−Robot and Path Network

Communication Module

Local Network
Supervisor

Route Planner

Subnetwork
Controller

Communication Module

Local Network
Supervisor

Route Planner

Subnetwork
Controller

Fig. 3. MMRS Structure.

In order to acquire the information about the network
structure, it is sufficient that initially each controller only
knows its immediate neighbors. The defined communication
protocol allows the module CM to broadcast the question
to these neighbors, that is subsequently retransmitted by the
controllers to their own neighbors. The answers sent by all
controllers make it possible to create the graph representing
the sub-areas’ connection. In this way, each controller can
build its own copy of the subarea network based on the
current information about the networkU . If a connection
between two sub-areas is added or removed both controllers of
these sub-areas must broadcast the message to their neighbors
which than is retransmitted to other modules. It allows all
the controllers to update the model of the subarea network in
the case of any modification of its structure. This additional
feature of the defined protocol is not necessary in the discussed
project (because of a static structure of the path network),but
has been included in the design for the sake of its further
development.

When a new goal is assigned to a robot, it sends a message
to the controller of the subarea in which it is currently located.
The conveyed information includes the name of the node being
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a new goal for the robot. The controller determines the location
of the node and checks whether or not it is in this subarea.
In the former case the task is handled by the LNS. It finds
dynamically the path to the goal and coordinates the movement
of all the robots in this subarea so that they avoid deadlocks.
The control strategy applied by LNS is described in more
detail in the next section. In the latter case, when the final goal
is not in the considered subarea, the controller broadcaststhe
question to all other controllers in the MMRS network. The
question contains the label of the goal node, which is unique
for all the network. After identifying the sub-networkUj

where the goal is located, the controller calculates a routeto Uj

in the sub-network graph according to the method is described
at the end of subsection III-D). The route is represented by
a sequence of sub-networksUi, Uk1

, Uk2
, . . . , Ukr

, Uj . In this
case, LNS finds the path for the robot to an entry toUk1

. After
crossing the entry the management of the robot movement
is taken over by the controller of the sub-networkUk1

. The
discussed process is continued until the robot enters the sub-
networkUj containing its goal. In this sub-network, the LNS
module of theUj controller supervises the robot movement,
ensuring that eventually the robot attains its final goal.

By now, we have completed the implementation of the most
crucial part of the control system, that is the LNS module.
The other components of the network control system are
conceptually ready, but undergoing the coding phase. In the
next section, we present in more detail the construction of
LNS, and give an example of its operation.

V. L OCAL NETWORK SUPERVISOR

As mentioned in the previous section, the role of LNS
is to guard the movement of the robots so that the state
of the network is kept live, as well as to determine and
supervise the execution of robots’ routes that let them attain
their local goals. The mechanism of liveness enforcement is
based on Theorem 1, and implemented in the form of a cycle-
condensation algorithm. If a considered states is safe then
the condensation procedure folds the partially directed graph
representings to a single vertex. For more details, we refer
the interesting reader to [10] and [7].

The routes of the robots are planned dynamically. That
is, each time a robot arrives at the end of its current zone,
LNS plans its further route step, represented by an edge in
the path network graph, and sends a respective message to
the robot. Clearly, these decisions can reflect various routing
strategies and robot prioritization schemes. In the current
version of the project, we implement a heuristic algorithm,
based onthe shortest path policyconcept. Generally speaking,
the algorithm tries to enforce that each vehicleh takes the
shortest route to its current goal by calculating for each vehicle
the shortest path and, in the case when the first edge of the path
is currently unavailable, delaying the vehicle until the edge
becomes available or some arbitrarily determined waiting time
ndel has passed. More formally, the strategy can be presented
as given below.
The shortest-path policy. Associate with each vehicleh ∈ H

a time counter, set totc(h) = 0 whenh ends its travel in the
current zone.

1) Create the set̃H containing all the robotshi that have
attained the end of their respective zoneszi = z(h), and
set the counterstc(hi).

2) For each robothi ∈ H̃ find the shortest pathπhi
from

vertexv = z(hi; 2), which is the end of zonezi.
3) CreateH̃ ′ containing all the robotshi that meet the

conditions:hi ∈ H̃ , and the eventej = (z(hi), z
′
j , hi) ∈

Γres(s), wherez′j is the next zone determined by the
pathπhi

ands is the current state of the system.
4) Find the robothk for which

tc(hk) = maxhl∈H̃′∧tc(hl)>ndel
tc(hl).

If such a robot exists then select the eventek =
(z(hk), z′k, hk) and finish the procedure.

5) Find the robothk for which
tc(hk) = maxhl∈H̃′tc(hl).

If a such robot exists then select the eventek =
(z(hk), z′k, hk). If a robot doesn’t exist then no event
is selected.

The selected event represents an advancement of some robot
in its route, that in the current state of the system is expedient
from the viewpoint of the assumed routing criterion. This
selection is further translated by LNS into a decision of zone
transfer, which is next passed to the considered robot. The
procedure is repeated as long as there is a robot at the end
of its current zone; otherwise it is suspended and triggered
again by an event corresponding to the completion of the
currently executed route step of some of the robots. If no
event is selected, then the robots awaiting the allocation of
a new zone must wait until some other robots attain the end
of their zones and get a permission to enter new ones. This
causes a change of the system state, which eventually enables
the waiting robots to resume their travel. The mechanisms
underlying the construction of the liveness enforcement policy
and the routing policy formally ensure the control correctness,
that is the occurrence of no deadlock or starvation phenomena,
and hence, the ability of each robot to eventually reach its
goal. More specifically, the system is kept live, as its of its
subnetwork is kept live, and the routing policy guarantees that
each robot can complete its task in a finite time.

Below, we illustrate the discussed concept with four screens
obtained in the computer application supporting the develop-
ment of the MMRS control system [9]. Fig. 4 gives an example
of a number of robots travelling in a local path network, i.e., a
sub-network supervised by a single controller. Each robot has
to reach a node being its local goal.

A more complex task for a robot is a mission, i.e., a se-
quence of nodes to be subsequently visited before attainingthe
goal node. Fig. 5 shows the mission of the robot with the label
Robot 9, which consists of the nodesNode 2, Node 5,
Node 4, and finallyNode 21. These nodes are marked by
numbers1, 2, 3, 4. The other robots have similar missions,
containing at least three nodes. The example of mission lists
is presented in the graphical window of the application in Fig.
5. The controller conducts the movement of the robots in the
manner that they avoid deadlocks, complete their missions,and
reach their goals. Fig. 6 shows the final state of the system
after reaching their goals by all the considered robots. As an
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Fig. 4. The example of the graph representing path network and robots
which are managed by a single controller.

Fig. 5. The example of a mission for a robotRobot 9. The nodes which
have to be visited before reaching the local goal are marked by numbers1,
2, 3. The number4 marks the local goal of the robot.

Fig. 6. The final state of the system after reaching by robots their goals.
The path ofRobot 9 is depicted.

example this figure shows the path ofRobot 9. Comparing
the initial state presented in Fig. 5 and the final state of the
system (see Fig. 6) it is worth to notice that the task which
has been solved is not trivial.

VI. CONCLUSIONS

The paper presents a concept of distributed supervisory
control for a system of mobile robots moving in a common
path network. The control concept is based on a formal
mathematical model, which guarantees the correct realization
of its mission by each particular robot, as well as their correct
co-existence in terms of collision and deadlock avoidance.
The implementation of this model is still under development,
however the crucial part of the control construction, i.e.,
the LNS module has already been done. The work on the
controller is assisted by the development of a computer tool
that allows to test the efficiency of routing strategies and/or
robot and task prioritization schemes.

The idea of the distributed robot supervision was taken
from the airplane and railway control. Such systems are
more flexible, independent of the workspace size, and able
to operate in complex environments. In the future, we plan
to study the influence of the distribution level, in terms of
the number of the subnetworks that constitute the system, on
the MMRS performance. Moreover, we intend to experiment
with giving more autonomy to the mobile robots, so that they
could accomplish their tasks based on local calculations ofthe
control decisions. The logics of the developed coordination
model allow their further distribution, i.e., a direct imple-
mentation of the developed supervisory control in the robots’
controllers, which then will also take over the responsibility
of the communication with other robots in the system.
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