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Abstract— The paper presents a distributed control system for Since the robots operate in a known environment, it is
a multiple mobile robot system (MMRS). The robots share a possible to assume that they move within a network of paths,
common workspace, i.e., a network of paths, that is further whose geometry is established at the system-design sthige. T

partitioned into a number of sub-networks. Each sub-netwok h substantially simolifies th bl f path-oi
has a separate controller, responsible for supervising theobot approach substanually simplifies the problem or path-piag,

motion in its respective area, and communication with the dier  basically reducing it to the selection of paths in the graph
controllers. We discuss the architecture of the control syiem, the modeling the network. Moreover, such a solution allows us to
formal foundations underlying the control concept and ensting  employ a similar abstraction and methods to coordinate the
its correctness, as well as their concrete implementationsThe concurrent robot movement as those that have been recently

considerations are illustrated with a number of screens cafured . . . .
in the computer system initially developed to assist the syhesis considered for AGV futomated Guided Vehiclesystems in,

of AGV network control [9], and now being tailored for the needs  €-9-, [6, 11, 2] as well as in our earlier works [7, 10, 9, 8].
of MMRS. The reported work is still under the construction, yet This new, evolving approach is based on a DHJs{

the most crucial part has already been done. crete Event Systemepresentation, andvent-driven supervi-
Index Terms— multi-robot system, deadlock avoidance, path Sory controlof the vehicle system. The contributions men-
network tioned above differ with respect to such features as the

type of the system (open vs. closed systems), the routing
scheme (pre-determined vs. dynamically established spute
the modeling formalism (Petri nets, deterministic autaamat
In this paper we focus on supervisory control for a fleet gfrocesses/resources OS-like representation), and tearcds
mobile robots moving in a known indoor environment suctendency (analysis-oriented vs. synthesis-oriented, lya-
as, e.g., a hospital, a museum, a hotel. Coordination of tsieally, all of them focus on the structural control and its
motions of mobile robots as they perform their task in a sthareentral problem — collision-free and deadlock-free AGV mlod
workspace has been, in recent years, a widely studied problsynthesis. In this paper, we build on the concepts estaaligh
in robotics. The theoretical works in this area have mosttyur previous work (cited above), and using the proposed AGV
concentrated on motion planning with respect to collisiomodel, we adapt it to the purposes of the considered system
avoidance and performance optimization [3]. The realmati of mobile robots, and develop a complete distributed-adntr
of such motion plans is, however, an open-loop, time-basggstem for MMRS.
control, that is highly sensitive to the system randomnbss.
a system of autonomous, asynchronously operating rolinats, t
accomplish randomly arriving tasks, the eventual appllitgb
of such plans is rather questionable. On the other hand, mosAs stated in the introduction, in this paper we consider a
research on the real-time control for multiple mobile robdieet of mobile robots that, similar to AGVs, travel within
systems (MMRS) has been directed towards software develapnetwork of paths. According to [10], the AGV system
ment, based on ad-hoc, rather than rigorous models, desetlofs characterized by the following features: it gaidepath-
directly in programming languages and providing no formdlased, zone-controlled, dynamically routadd closed More
guarantee of their correctness. A few works have proposspecifically, a guidepath-based traffic system consists of a
a more prospective approach to MMRS supervisory contralumber of vehicles (or, in our case, autonomous robots) that
employing Petri nets as a modeling formalism, e.g., [5, 4fravel among a number of locations while following some
However, also these papers focus on specific applicatignedetermined paths that form a connedediepath network
rather than deal with a general methodology or essentialtroliinks of this guidepath network can be traversed in both
coordination problems such as deadlock avoidance. directions, but the motion of the vehicles on these links is
In this paper we propose a control system for MMRS that ismidirectional, i.e., a vehicle cannot reverse the digattof
deprived of the above mentioned insufficiencies, i.e., d&-higits motion while on any certain link. The tasks prissions
level control system based on a general mathematical modélthe vehicles consist of visiting a specified sequence of
of formally proved correctness and, due to its closed-lodpcations. The traffic system is characterizeddgsamically
character, robust and immune to the system randomness. routed that is, the routes between the consecutive locations are
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II. CONTROL PRINCIPLES



7) After attaining its current destination point, a robot
becomes idle until it is assigned another mission. Then
its new global route is established, and the robot sets
out for the next trip.

IIl. DES MODEL OF MMRS

In this section, first we recall the concept of the DFSA
(Deterministic Finite State Automaton) [1], and then enyplo
it to establish an automaton model of MMRS.

A. Deterministic Finite State Automata

Fig. 1. Example layout of the control areas and the path nétwsquares Deﬁn?tion 1: A deterministic finite state automaton
mark destination nodes and circles makr remaining nodes. (DFSA)is a 5-tupleG = (S, E,T, 0, s9), where:

1) S is the set ofstates

2) E'is the set okventsThe occurrence of an event causes
developed in real-time. In order to avoid the physical suin a state transition irt.
of the various vehicles, the traffic isone-controlled That 3) I': S — 2F is thefeasible event functiorEvente € E
is, the entire guidepath network is partitioned into a numbe is feasible (i.e., can occur) in state= S iff e € T'(s).
of segments, ozones and only one vehicle is allowed in 4) 0 : S x E — S is thetransition function§ is a partial
any segment at any point in time. Finally, a traffic system is  function defined for pairgs, ) such that € I'(s). s’ =
viewed asclosed which means that vehicles with no current (s, e) is the new state resulting from the occurrence of

mission remain in the guidepath network, either idling omso evente in states.
guidepath link or moving among various links in order to clea 5) so € S is theinitial state
the way for some other vehicles. In each state of a DFSA, only such an eveatcan occur for

While maintaining this basic characterization of the AGWvhich the transition functiof(s, e) is defined. The occurrence
system, we also make the following specific assumptionstab@ifi e induces a new staté = 4(s, e). The following definitions
the here considered MMRS. describe two more FSA concepts that will be useful further in

1) The robot workspace is partitioned into a number dhis work.
disjoint areas, covered by the respective, mutua”y dis- Definition 2: The reachability setof a states € S is a
joint path sub-networks. Particular pairs of areas agibsetR(A,s) C S defined inductively as follows: (i} €
connected through special transit paths. R(A,s); (i) for every pair (s',e) € S x E such thats’ €

2) Each workspace area is supervised by its own controllé#(4, s) ande is feasible ins’, the states” = (s, e) is also in
The controllers can communicate one with anotheR(4, s). Thetransition graphof s, RG(A, s) = (R(A, s), D),
as well as with the robots currently located in theilS @ directed multi-graph with vertex sét( 4, s), and edge set
respective areas (see Fig. 1). D that contains edgd,. from vertex s’ to s” iff event e is

3) The guidepath network includes three types of nodesfeasible in state’ ands” = é(s', ¢).

a) the nodes that are destination points, able to ac-Pefinition 3: An FSA A,c; = (S, B, I'ves, 9, 50) is @ re-
commodate one robot at a time striction of A = (S, E,T,0,5)) iff Vs € S, I'es C T'. The

b) the root-node, able to accommodate all the rObortg_achability set and the reachability graphsdh system/_lms
at a time (representing, e.g., the docking stationVill P& denoted byR,..;(4, 5) and RGes(4, s), respectively.

¢) the remaining nodes, where the presence of robots
can only be temporary. B. Structure of MMRS

4) In the initial state all the robots are located in the \we will develop the model of MMRS as a composition
root node, where each of them is assigned a missigh the sub-systems associated with the separately coedroll
specifying the destination node for its travel. areas. Thus, we will view the system’s path network as a

5) Having received a mission, each robot reports to itgtz/ of disjoint sub-graph/;, i = 0,...,n + 1, whereU,
current controller, which then negotiates with t_he oth&{pstracts the docking station, afid. ; is constituted by the
controllers a global route for the robot, that is, a s&ransit edges that connect the remaining, mutually disjsub-
quence of workspace areas to be passed on its waygi@phs, corresponding to the separately controlled area of
the destination node. . MMRS. Each sub-graph, except, 1, is biconnectet and

6) When passing a particular area, the motion of a rObOtr‘épresented by the triple; = (V;, Zi,Gi), i = 0,....n+ 1,
supervised by the respective area controller. Each rohgjch that: (i)z; is the set of the grapkdges corresponding
can freely move within a zone, while zone changing, the set of zones defined in the sub-netwdik (i) V; =

requires permission of the local controller, which alsgy.  p, is the set of theverticesof U;, among whichD; is the
plans dynamically the robot’s route within the area it

controls. 1An undirected graph is biconnected if each of its edges lies aycle.



set of destination points, arld; is the set of the remaining 4) If 4(s,e) is defined, the resulting staté = §(s,e) is

vertices, and (iii)¢; : Z; — 27 is theedge incidence function given by: s'(z') = null; §'(2"”) = (h,v"), wherev' €
that associates with each edge Z; a set of two vertices, if ¢(2") andv’ # v if zone 2 corresponds to a proper
z is a proper edge of/;, and a singleton, it forms a self- edge, whilev’ = v if zone 2" is a self-loop; finally,

loop. It is assumed that when completing their tasks at the s'(z) = s(z) for all remaining zones.
destination points, the robots do not block the path network 5) The initial states ;(z) = null if i # 0 or z € Z;41,

which is modeled as a loop with two edges (see Fig. 4) i.e., each zone outside the docking station is empty.
connecting the respective vertexce D, with the remaining The initial state of the zones that lie on the cycle
part of the network. Moreover, we assume that sub-giidph c=wvi,21,v2,. ..,V 5|, 2 | that constitutes the docking
has a specific structure, namely it is constituted By edges stationU,,+1 is given bysg i(z) = (hj,v;) S.t. hy # h;

that form a cycle, whergH | is the cardinality of the robot set if 7% 5.

H. Notice that local events that belong to two distinct sub-

Consequently, the total path network is given by the graglystems are independent. That is, for atyand 4;, i # 7,
U=V,Z¢), whereV =J!'Vi, Z =; Z;, and( : Z — the feasibility of a local evert in A; neither depends on the
2Vi is the edge incidence function s.t. for each 1, ..,n, the state ofA;, nor its occurrence induces any changes in the state
restriction of the domain of to Z; results in¢|z, = ¢;, and of A;. In contrast to that, since each transit zone is shared by
for each transit edge € 7,11, ((2) = (v,v") € V; x V; s.t.  the two sub-systems that contain its two respective edges, a
1,7 €0,...,nandi # j, i.e., the vertices of each transit edgentrance or exit events that involves this edge is obsenved i
belong to two distinct sub-graphs. For each sub-netwidrk both subsystems. Therefore the total system can be defined as
1€ 0,...,n, we will distinguish the subset of transit edgeshe following composition of its sub-systems.

T, = Z,+1 N Z; that have a vertex if/;. Finally, the whole Definition 5: Given the sub-systems of MMR&;(HU) =
MMRS will be given by the paitHU = (H,U), specifying (S;, E;,T;,0i,504), ¢ € 1,...,n, the DFSA abstracting
its two components — the robot sét and the path network MMRS is a tupleA(HU) = (S, E, T, 6, 50) such that:

U. 1) S=[s1,82,...,8.), E=U, E
2) for eache € E; C E, e € ()|ﬁeeEande€
C. Feasible dynamics of MMRS Li(si),

3) for eache = (2/,2",h) € E; C E, §(s,e) = s’ s.t.:

a) if 2/,2"” € Z;, i.e., e is a local event inA;,
thend(s,e) = [s1,82,...,8%,...,8,], wheres, =
0i(si,e),

b)y if 2/ € Z, and 2’ € T; N Tj, ie., e rep-
resents the event of leaving, by robét sub-
systemA; for transit edge:” shared with4;, then
(5(3 €) = [51,82,., 8}, ..., 8, ... 5], Where
s; = di(si,e), s5(2") = si(2"), andVvz € Z; UT;
St z# 2", 84(2) = 5;(2),
if 27 € Z;, and 2’ € T; N 1T}, i.e., e represents
the event of entering, by robok, sub-system
A; from transit edgez” shared with 4;, then

While MMRS as a whole is a closed system, each of the
local sub-networks is open, as robots can travel figyo U;
through transit zones < 7; N 7. Thus, when describing
the operation of the sub-systems associated with particula
sub-networkd/;, we also take into consideration the adjacent
transit zonesl;. The dynamics of these sub-systems will be
represented by the following automata.

Definition 4: Consider a MMRS specified by the pair
HU = (H7 U) The DFSAAl(HU) = (Si,Ei,Fi,éi,So7i),

1 €1,...,n, abstracting the i-th; € 0,...,n, sub-system of 0)
the MMRS is defined as follows.

1) The state sefS; is the set of vectors = [s(z)|z €

Z; UT;], wheres(z) € (H x (;(z)) U{null} describes

N ) o ) d(s,e) = [s1,82, .-, 8}, ..., 8}, ..., 5], Where
the state of zones; zone » wit 5(z) = null is an si = 8;(si, ), 8,(2") = si(2"), andVz € Z; UT;
emptyzone in states, while, for non-empty zones, the stz # 2", s(2) = s;(2)
. . . . b 1 J - “)
first component ofs(z), s(z;1), indicates the vehicle

) 80 =[50,1,50,2,- -+ 50,n]-

h € H occupying this zone, and the second component
of s(z), s(z;2), indicates the vertex € ((z) towards
which vehicleh is moving onz.

It is convenient to view a state of MMRS in a graphical
form, as a partially directed graph (PD@) = G(U, s), i.e.,
2) The event setE consists of all the tripletse — g_graph that has the structure Gf and both undirected and
;o , B irected edges. I'G(U, s), empty zones are represented by
(2 ) ) € Zi UT X Z;UT x I such that! # 2" and 40 g edges, while a zone occupied by vehictaoving
¢(=") N C(.Z. ) # 0; each of these e/ven_ts cor_respor_1ds t%wards vertex is represented by a directed edge pointing to
the transition of robot, from zone:z’ to its neighboring v and labelled byh
zonez”. If 2/ € T; (2" € T;) then event represents an '
entry (exit, resp.) of robok to (from, resp.) network/;
from (to, resp.) transit edge’ (=, resp.). Otherwise D- Admissible dynamics of MMRS
is a local event. In order that MMRS maintains its operational integrity and
3) For eachs € S;, e € I'(s), i.e., evente = (2/, 2", h) is flexibility, it is essential that all of the robots presenfeeir
feasible in states iff s(z’;2) = v € (;(2') N ¢(z"”) and ability to access every zone in the network. A system state
s(z") = null, i.e., there is a robot in zong, moving that supports this feature will be calldie, and defined as
towards vertexo shared withz”, and zonez” is empty. follows:



h, h, h, proposed design assumes that each controller is consdtitute
h, h, h, by three modulesiocal Network Supervisof(LNS), route
h, h, h, planner(RP), andcommunication moduléCM).

The role of LNS is to steer the robots towards their goals
Fig. 2. Examples of MMRS states: a live state (left), a stadenfwhich a In pa_‘rtICU|ar subnetworkd/;. LN,S is also responS|bI.e. for
deadlock is unavoidable (middle), and a deadlock state. keeping each subsyste#) locally live. It means that decisions
considering the robots’ movement must be determined by LNS
in such a way that ensures the behaviodgfiwhen viewed as

Definition 6: In a MMRS A(HU), states € S is live iff a separate system) consistent with the requirement of Def.6

for each roboth and each zone € Z, the strongly connected The role fOf tge second module, RP, is to de#errr]nlne a

component of the transition gragtG:,... (4, s) contains a state S€quUénce of su NetwWorks;, Uiy, U, - -, Us,, U; which a

s st.s'(z;1) = h, that is, s.t. roboh is located in zone:. robot must pass in order to reach its final goal in the case
A phenomenon that can deprive robots from their ability Y€ it is located in another subnetwotk;. To perform

visit each zone in the system is the deadlock. Fig.2 depi fis task the planner must know the structure of connections

example live and not live states (using the aforemention gtween SUbnetWO”_(BTl’UQ":"U”' T_echnlcally, We repre-
convention of representing MMRS states as PDGs) sent these connections by introducing another subnetwork,

If all states of a particularl(HU) are live then the system denoted by;,.1, whose nodes correspond to the subnetworks

is live. Otherwise one needs to consider a liveness enfgrcifi!: - - -» Un, @nd whose edges correspond to the transit edges
supervisorA : S — 2F that indicates thedmissibleevents of U. The mfor_matlon on this connecFlon structure is obtained
A(s), and restricts the dynamics of(HU) to a live system by each RP with help of the respective CM.
Ares(HU) = (S, E,TNA,J, sp). To ensure this, we build on
the results of [10] that, due to the same zone-controlleffidra ,
model, can also be applied to MMRS. )

Theorem 1:In MMRS A(HU), states € S is live iff there Multi-Robot and Path Network
exists a states’ € R(A,s) such that each directed edge in
PDG G(U, ') lies on a cycle.
A supervisor that employs this property as a sufficient condi Subnetwork Subnetwork
tion for testing liveness of state(and checks the reachability Controller Controller
of a required states’ through subsequent condensations of
G(s)) was proposed in [7].

With such a supervisor, the liveness of the whole MMRS is
ensured in the following way:

1) The state of each sub-systetnis kept locally live, i.e.,
such that it is always possible to reachAp, a states’ fo 3 MMRS Struct
satisfying Theorem 1 without the necessity of any robot ™ ructure.

to leave A,;. . . .
. . . In order to acquire the information about the network
2) As discussed in Section Il, the global route for a robg oo - S
ructure, it is sufficient that initially each controllemly

is established in the negotiation process between tEremws its immediate neighbors. The defined communication
controllers of the sub-networks;, , U;,, . .., U;, thatthe '

route intersects. Once a route is accepted, in each s
a subnetworkl;;, j = 1,...,k, we reserve a unit of
its capacityc;;, wherec;, is equal to the number of
zones inU;;. A route can only be accepted in statéf

it is admissible ins, that is, if for each; = 1,...,k,

¢ tocol allows the module CM to broadcast the question
lfo hese neighbors, that is subsequently retransmittechéy t
controllers to their own neighbors. The answers sent by all
controllers make it possible to create the graph represgnti
the sub-areas’ connection. In this way, each controller can
. ’ build its own co of the subarea network based on the
sli (s) > 2, wheresl; (s) is the slack ofU;. in state : Py ;
N L J . current information about the networkl. If a connection
s, defined as the difference between the capacity/of :
between two sub-areas is added or removed both controfiers o
and the sum of the current numbers of robots and thﬁ . .
. o these sub-areas must broadcast the message to their neighbo
reserved capacity units iff; .. ; . .
7 which than is retransmitted to other modules. It allows all

The formal description of the problem presented in thige controllers to update the model of the subarea network in
section allows us to present the architecture of the prabosge case of any modification of its structure. This additiona
implementation of the system. feature of the defined protocol is not necessary in the digzlis

project (because of a static structure of the path netwdtk),
IV. DISTRIBUTED ARCHITECTURE OF THEMMRS has been included in the design for the sake of its further
CONTROLLER development.

A fundamental part of MMRS is the system of subnet- When a new goal is assigned to a robot, it sends a message
work controllers, whose communication structure reflebes t to the controller of the subarea in which it is currently ltezh
connections between the subnetwotks,U,,,...,U;,. The The conveyed information includes the name of the node being



a new goal for the robot. The controller determines the locat 1) Create the seH containing all the robot#; that have

of the node and checks whether or not it is in this subarea. attained the end of their respective zones- z(h), and

In the former case the task is handled by the LNS. It finds  set the countersc(h;).

dynamically the path to the goal and coordinates the movemen2) For each roboh; € H find the shortest path,, from

of all the robots in this subarea so that they avoid deadlocks  vertexv = z(h;;2), which is the end of zone;.

The control strategy applied by LNS is described in more 3) Create H’ containing all the robots:; that meet the

detail in the next section. In the latter case, when the final g conditions:h; € H, and the evert; = (z(h;), zi hi) €

is not in the considered subarea, the controller broadthsts Tyes(s), where z; is the next zone determined by the

guestion to all other controllers in the MMRS network. The path7;,, ands is the current state of the system.

guestion contains the label of the goal node, which is unique4) Find the roboth; for which

for all the network. After identifying the sub-network; te(hi) = mazy, c g nge(ng) >ng., te(h)-

where the goal is located, the controller calculates a ruutg If such a robot exists then select the event —

in the sub-network graph according to the method is desdribe (1), 2}, hi;) and finish the procedure.

at the end of subsection IlI-D). The route is represented bys) Find the robothy, for which

a sequence of sub-networks, Uy, , Uy,, . .., Ug,, U;. In this

case, LNS finds the path for the robot to an entry/jo. After

crossing the entry the management of the robot movement

is taken over by the controller of the sub-netwadrk,. The

discussed process is continued until the robot enters the su

network U; containing its goal. In this sub-network, the LNSThe selected event represents an advancement of some robot

module of thel; controller supervises the robot movemenin its route, that in the current state of the system is exqredi

ensuring that eventually the robot attains its final goal. ~ from the viewpoint of the assumed routing criterion. This
By now, we have completed the implementation of the mos€lection is further translated by LNS into a decision ofezon

crucial part of the control system, that is the LNS moduléransfer, which is next passed to the considered robot. The

The other components of the network control system apgocedure is repeated as long as there is a robot at the end

conceptually ready, but undergoing the coding phase. In tAkits current zone; otherwise it is suspended and triggered

next section, we present in more detail the construction 8gain by an event corresponding to the completion of the

te(h) = maz, cgite(h).
If a such robot exists then select the event =

(z(hi), 21, hi). If @ robot doesn't exist then no event
is selected.

LNS, and give an example of its operation. currently executed route step of some of the robots. If no
event is selected, then the robots awaiting the allocation o
V. LocAL NETWORK SUPERVISOR a new zone must wait until some other robots attain the end

As mentioned in the previous section, the role of LNQf their zones and get a permission to enter new ones. This
is to guard the movement of the robots so that the statduses a change of the system state, which eventually enable
of the network is kept live, as well as to determine anthe waiting robots to resume their travel. The mechanisms
supervise the execution of robots’ routes that let themirattadnderlying the construction of the liveness enforcemetitpo
their local goals. The mechanism of liveness enforcementd8d the routing policy formally ensure the control corresis,
based on Theorem 1, and implemented in the form of a cycF@ﬁt is the occurrence of no deadlock or starvation phenamen
condensation algorithm. If a considered statés safe then and hence, the ability of each robot to eventually reach its
the condensation procedure folds the partially directeplyr 90al. More specifically, the system is kept live, as its of its
representings to a single vertex. For more details, we refepubnetwork is kept live, and the routing policy guarantées t
the interesting reader to [10] and [7]. each robot can complete its task in a finite time.

The routes of the robots are planned dynamically. That Below, we illustrate the discussed concept with four scseen
is, each time a robot arrives at the end of its current zoreftained in the computer application supporting the dexelo
LNS plans its further route step, represented by an edgenrent of the MMRS control system [9]. Fig. 4 gives an example
the path network graph, and sends a respective messag®fta number of robots travelling in a local path network,,iz.
the robot. Clearly, these decisions can reflect variousingut Sub-network supervised by a single controller. Each rolast h
strategies and robot prioritization schemes. In the currei® reach a node being its local goal.
version of the project, we implement a heuristic algorithm, A more complex task for a robot is a mission, i.e., a se-
based orthe shortest path policgoncept. Generally speaking,quence of nodes to be subsequently visited before attaihang
the algorithm tries to enforce that each vehi¢lgakes the goal node. Fig. 5 shows the mission of the robot with the label
shortest route to its current goal by calculating for eadhicle Robot _9, which consists of the nodeNode_2, Node_5,
the shortest path and, in the case when the first edge of the g&bde 4, and finally Node_21. These nodes are marked by
is currently unavailable, delaying the vehicle until theged numbersl, 2, 3, 4. The other robots have similar missions,
becomes available or some arbitrarily determined waitimgt containing at least three nodes. The example of missios list
nge; has passed. More formally, the strategy can be presentgegresented in the graphical window of the application ig. Fi
as given below. 5. The controller conducts the movement of the robots in the
The shortest-path policy. Associate with each vehiclee H manner that they avoid deadlocks, complete their missims,

a time counter, set toec(h) = 0 whenh ends its travel in the reach their goals. Fig. 6 shows the final state of the system
current zone. after reaching their goals by all the considered robots. As a
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Fig. 4. The example of the graph representing path network rabots
which are managed by a single controller.
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Fig. 5. The example of a mission for a robeobot 9. The nodes which

have to be visited before reaching the local goal are markedumbersl,
2, 3. The numbe# marks the local goal of the robot.

Fig. 6. The final state of the system after reaching by roblogdr tgoals.
The path ofRobot 9 is depicted.

example this figure shows the path Rbébot 9. Comparing
the initial state presented in Fig. 5 and the final state of the
system (see Fig. 6) it is worth to notice that the task which
has been solved is not trivial.

VI. CONCLUSIONS

The paper presents a concept of distributed supervisory
control for a system of mobile robots moving in a common
path network. The control concept is based on a formal
mathematical model, which guarantees the correct readizat
of its mission by each particular robot, as well as their ectr
co-existence in terms of collision and deadlock avoidance.
The implementation of this model is still under development
however the crucial part of the control construction, i.e.,
the LNS module has already been done. The work on the
controller is assisted by the development of a computer tool
that allows to test the efficiency of routing strategies and/
robot and task prioritization schemes.

The idea of the distributed robot supervision was taken
from the airplane and railway control. Such systems are
more flexible, independent of the workspace size, and able
to operate in complex environments. In the future, we plan
to study the influence of the distribution level, in terms of
the number of the subnetworks that constitute the system, on
the MMRS performance. Moreover, we intend to experiment
with giving more autonomy to the mobile robots, so that they
could accomplish their tasks based on local calculatioribef
control decisions. The logics of the developed coordimatio
model allow their further distribution, i.e., a direct inepl
mentation of the developed supervisory control in the rebot
controllers, which then will also take over the respongipil
of the communication with other robots in the system.

REFERENCES

[1] C. Cassandras and S. Laforturietroduction to Discrete Event Systems
Kluwer Academic Publishers, 1999.

[2] M. P. Fanti. Event-based controller to avoid deadlock apllisions in
zone-control AGVS.Int. J. of Production Res40:1453-1478, 2002.

[3] Steven LaValle. Planning Algorithms Cambridge University Press,
2006.

[4] Y.-H. Liu, S. Kuroda, T. Naniwa, H. Noborio, and S. Arinmt A
practical algorithm for planning collision-free coordied motion of
multiple mobile robots. INEEE Int. Conf. Robot. Automatvolume 3,
pages 1427-1432, 1989.

[5] F.R. Noreils. Integrating multirobot coordination in mobile-robot
control system. InlEEE Int. Workshop on Intelligent Robots and
Systemsvolume 1, pages 43-49, 1990.

[6] S. A. Reveliotis. Conflict resolution in AGV systemBE Transactions
32(7):647-659, 2000.

[7] E. Roszkowska. Liveness enforcing in closed AGV systewith
dynamic routing. InProc. of ICRA'04 pages 5165-5170. IEEE, 2004.

[8] E. Roszkowska. Formally correct asynchronous contool guidepath-
based traffic systems. 18th IFAC Symposium SYROCO,006.

[9] E. Roszkowska and B. Kreczmer. Control and simulatiostey of

transport vehicle motion in a guidepath network. Advancements in

Robotics pages 107-116. WKL, Warsaw, 2006. (in Polish).

E. Roszkowska and S.A. Reveliotis. On the liveness aepath-based,

zone-controlled dynamically routed, closed traffic systenTechnical

Report PRE/I-6/13, Wroclaw University of Technology, 200&lso,

under review in IEEE Trans. Automat. Control.

N. Wu and M. Zhou. AGV routing for conflict resolution in GV

systems. InProc. of ICRA2003 pages 1428-1433. IEEE, 2003.

[10]

(11]



